
CONTOUR REGULARIZED LEFT VENTRICULAR STRAIN ANALYSIS FROM CINE MRI

Wei Feng, Thomas S. Denney Jr.

ECE Department
Auburn University
Auburn, AL USA

Steven Lloyd, Louis Dell’Italia, Himanshu Gupta

Division of Cardiovascular Disease
Univ. of Alabama at Birmingham

Birmingham, AL USA

ABSTRACT

Quantitative measurements of left ventricular (LV) strain are impor-
tant in the diagnosis and management of patients with heart disease
and tracking the efficacy of treatments over time. Tagged cardiac
magnetic resonance imaging (MRI) is an established method for
non-invasively measuring LV strains and strain rates, but non-tagged
(or cine) MRI is the most commonly-used cardiac MRI protocol. In
this paper, we propose a new algorithm for computing 2-D strains
and strain rates from cine MRI that incorporates information from
contours drawn at end-diastole and end-systole. These contours are
typically drawn anyway at many institutions to compute LV volumes
and contain important information on heart’s deformation. Valida-
tion results on 18 normal human volunteers and 20 patients with
myocardial infarction show good agreement between strains com-
puted from cine MRI and those computed from tagged MRI using
HARP analysis. Further validation on 45 patients with hypertension
demonstrate that diastolic strains computed from cine MRI can mea-
sure changes in diastolic function common in hypertensive patients.

Index Terms— nonrigid registration, MRI, strain, left ventricle

1. INTRODUCTION

Quantitative measurements of left ventricular (LV) strain are impor-
tant in the diagnosis and management of patients with heart disease
and tracking the efficacy of treatments over time. Tagged cardiac
magnetic resonance imaging (MRI) [1], [2] and related methods [3]–
[5] are established methods for non-invasively measuring LV strains
and strain rates. In tagged MRI, the myocardium is tagged before
imaging with a spatially-encoded pattern that moves with the tissue.
This pattern introduces contrast changes inside the myocardium that
can be analyzed to measure strains and strain rates.

Non-tagged (or cine) MRI, however, is the most commonly-used
cardiac MRI protocol. LV contours drawn on cine MR images are
routinely used to measure global parameters of cardiac function such
as LV volumes, diameters, and ejection fraction.

Estimates of LV strains and strain rates computed from cine MRI
would have several advantages. First, cine MRI is more widely used
and more accepted in the clinical community than tagged MRI. Also,
tag patterns fade with time, and strains can become unreliable in late
diastole. Measures of diastolic function, however, is important, par-
ticularly in patients with heart failure. While cine MRI lacks the
increased myocardial contrast of tagged MRI, there are no major
changes in signal intensity over time. Diastolic strain can be mea-
sured just as easily as systolic strain. Finally, reliable measures of
radial strain are difficult with tagged MRI because the tag pattern
sparsely samples myocardial motion in the radial direction. In cine
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MRI, however, motion is primarily estimated from the spatiotem-
poral intensity changes near the endocardial (inner) and epicardial
(outer) boundaries of the LV, which can potentially yield reasonable
estimates of radial strain.

Several techniques have been proposed for computing 3-D strain
from cine MRI [6]–[8] and have shown good results in a limited
number of human studies or in animals where the subject is anes-
thetized and respitory cycle is externally controlled. Slices in human
cardiac cine MRI are most often acquired in different breath-holds,
and registration errors between slices are common. While these reg-
istration errors can sometimes be corrected, they add an additional
level of complexity to the algorithm and potential error to the result.

In this paper, we propose an algorithm for computing 2-D strain
and strain rate from cine MRI based on non-rigid registration. While
2-D processing may seem like a step backward from 3-D methods,
they are not affected by breath-hold registration errors. This is a
particularly important feature in a clinical setting where patients with
heart disease often have trouble holding their breath in a consistent
position from slice to slice and registration errors are more common.

Non-rigid registration has been used to measure cardiac defor-
mation in other modalities such as ultrasound [9], CT [10], and
tagged MRI [11], [12], but these modalities have signal character-
istics that are quite different than cine MRI. In [7], nonrigid regis-
tration was regularized by a constraint derived from continuum me-
chanics. Similarly, mechanical properties was also used to define
deformation models in [8], where the registration was based both on
the image data and shape features extracted from contouring of each
slice and timeframe.

In this paper, a new non-rigid registration method is presented
that incorporates user-drawn contours at ED and ES. These contours
are usually drawn anyway to compute LV volumes and contain use-
ful information that is incorporated into the strain computation. The
motion is estimated in a two-stage process. In the first stage, non-
rigid registration [13] is used to compute an interframe deforma-
tion field between timeframes. The interframe deformation fields
are then used to propagate the ED and ES contours to all other time-
frames [14]. In the second stage, the interframe deformation fields
are refined by re-registering the images with a regularization term
based on the propagated contours. Finally strains are computed from
the refined motion estimate.

This paper is organized as follows. The strain computation algo-
rithm is developed in Section 2. In Section 3, the strains and strain
rates computed from cine MRI are compared to strains and strain
rates computed from tagged MRI in the same patients using HARP
analysis [15] and 3-D model-base analysis [16]. In Section 4, the
results of a study are presented where cine MRI strains were com-
puted in 38 normal human volunteers and 45 patients with hyperten-
sion. This preliminary study shows that the cine strains can detect
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changes in strains and strain rates that have been reported in these
two groups.

2. METHODS

2.1. Nonrigid Image Registration

In this paper, non-rigid registration is performed with an intensity-
based sum of squared difference (SSD) similarity measure and a
parametric deformation model [13]. Although mutual information
based image registration algorithms perform well for inter-modal
registration, SSD is an appropriate choice because tissues in cine
MRI images have relatively consistent intensity values throughout
the cardiac cycle. The interframe deformation is modeled with low
resolution (compared to the image resolution) B-splines, which in-
trinsically regularize the solution. Gradient information presented
around the myocardial wall, blood pool and papillary muscles drives
the registration in adjacent low-gradient areas.

The registration cost function is defined as follows. In the two
images to be registered, the image whose samples are fixed on reg-
ular grid throughout the registration is called the template image It.
The other image which will be arbitrarily sampled according to the
estimated deformation is called the source image Is. Let

u(t; μ) =
∑n

i=1
μiβ

2(t − ci)

be the B-spline represented deformation at arbitrary point t, where n
is the number of control points used and ci is the location of control
point i. The displacement at t is then defined as

h(t; μ) = t + u(t; μ) .

The cost function is formulated as

J(μ) =
∑
tk∈Ω

[It(tk) − Is (h(tk; μ))]2 , (1)

where the samples tk are taken from Ω, the set of sampling locations
in the template region of interest (ROI). This optimization problem
is solved using the Levenberg algorithm [17], which utilizes both the
gradient and the Hessian of J .

To avoid local minima and reduce computational cost, multi-
resolution iterative registration is employed. Cubic B-spline image
interpolation is used in each iteration to reduce interpolation arti-
facts. Quadratic B-splines are used to model the inter-frame motion.
The number of control points in the motion field model is adjusted in
each resolution layer from coarse to fine to increase final registration
accuracy. Note that the use of cubic and quadratic B-splines gen-
erates a twice differentiable cost function, which makes it possible
to calculate explicitly not only gradient, but also Hessian of the cost
used in optimization.

2.2. Contour Propagation

Contours are automatically propagated from the ED and ES time-
frames to all other timeframes in the sequence using a modified ver-
sion of the method presented in [14]. Propagating both ED and ES
contours is more reliable than only propagating ED contours because
the user defines the boundary between papillary muscles and the LV
wall at ES. The algorithm works as follows. Given two adjacent time
frames in a cine sequence, the template is registered to the source im-
age as described in Section 2.1. Both ED and ES frames are used as
starting templates, and the other frames are registered in a consecu-
tive fashion. For example, consider a hypothetical setting of 20 total

frames with frames 1 and 8 being ED and ES respectively. In sys-
tole, [14] registers 1 and 2, then 2 and 3, 3 and 4, and so forth until
7 and 8 in the forward direction. Then the same pairs are registered
again in the backward direction, i.e., 8 and 7, 7 and 6, and so forth
until 2 and 1. The same procedure is also applied to diastole. Dur-
ing the course of registration, contours at ED and ES are propagated
consecutively to all other frames. Since this is a two-way propaga-
tion, two sets of propagated contours are obtained from ED and ES.
They are then combined with weights determined by their relative
distances from ED and ES.

2.3. Contour-Regularized Image Registration - Refinement

Once the contours are propagated to all frames, the motion from
first-stage registration is refined by adding the propagated contours
as a regularization term in the image registration cost function (1).
A contour image is created for both the template and source images
from the contours. The contour-image intensity at point x is given
by

Ic(x) = r
∑

endo, epi
exp

(
−d2(x)

2σ2

)
, (2)

where d(x) is the distance from the endocardial and epicardial con-
tours and σ is a parameter that controls the spread of the contours.
σ = 1 pixel was used in all experiments. The scaling factor r is
chosen such that the constructed contour images match up with the
dynamic range of the template and source images. For example, if
the dynamic range of both the template and the source images is
(0, 50), then r = 50.

Assuming Ic
t (x) and Ic

s(x) are the contour images for template
and source, the contour-regularized cost function is

Jc(μ) = (1 − λ)
∑
tk∈Ω

(
[It(tk) − Is (h(tk; μ))]2

)
+

λ
∑
tk∈Ω

(
λ [Ic

t (tk) − Ic
s (h(tk; μ))]2

) (3)

which is optimized in the same way as (1). Note that λ controls the
overall impact of the contour regularization term. λ = 0.5 would
put the same weight on matching of the contours as matching of the
images. λ = 0.1 was used in all experiments. The effect of varying
λ is studied in Section 3.1.

2.4. Strain Analysis from Motion

Once a refined interframe deformation field is estimated by optimiz-
ing (1), 2-D Lagrangian strain is computed as follows. Let x(ti) be
the spatial point at time ti, i = 1, 2, . . . ,and let ui be the motion
field from ti to ti+1. Strain is computed in each frame by combin-
ing the accumulated inter-frame deformations. Starting from ED,
denote any material point in the myocardium as X. Let xn be the
spatial point of X at frame n. The forward displacement gradient
tensor for X at frame n + 1 can be derived as

F n
fw =

∏n

i=1

(
dui(xi)

dxi
+ I

)
(4)

The backward displacement gradient F n
bw can be computed simi-

larly. To reduce error accumulation, the forward and the backward
propagated displacement gradients are combined using weights, w,
determined by their relative distances from ED and ES:

Fn = wF n
fw + (1 − w)F n

bw .
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Finally, the Lagrangian strain tensor at X is computed as En =(
F T

n Fn − I
)
/2. The strain rate tensor was computed from the

strains in each timeframe by a centered difference.

3. EXPERIMENTS
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Fig. 1: Correlation coefficient between mid-ventricular circumfer-
ential strain (Ecc) computed from cine MRI and tagged MRI using
HARP analysis for different values of the contour regularization pa-
rameter (λ). Correlation computed over training data.

3.1. Comparison with Tagged MRI and HARP

In this section, strains computed from cine data are compared with
strains computed from tagged cardiac MRI.

38 normal human volunteers and 42 patients with myocardial in-
farction (MI) were scanned with both standard cine and tagged MRI.
Circumferential and radial strains and strain rates were computed
from the cine data with the algorithm described above, which was
implemented in MATLAB. Approximately 7 minutes per study were
needed to propagate contours and another 7 minutes was needed to
refine the interframe deformations on a 2.6 GHz dual-core personal
computer with 4 Gb of RAM. The same strains were computed from
the tagged data using 2-D HARP analysis [15] and 3-D model-based
analysis [16].

To evaluate the effect of λ, 20 normal and 20 MI patients were
randomly selected. Strains were computed from the cine data with
different values of λ. The results are shown in Fig. 1. λ = 0
corresponds to the case where contour-based regularization was not
used to refine the interframe deformation. Increasing values of λ
reflect an increasing influence of the contour term in (3) on the result.
The correlation coeffients are consistently higher when λ > 0, which
means that using contour-based regularization improves the quality
of the strain estimates. Once contour-based regularization is used,
however, the strain estimates are relatively insensitive to λ.

Based on the above observation, we chose λ = 0.1 and eval-
uated our algorithm on another set of 38 studies (18 normals and
22 MI patients) by comparing to both 3-D model-based analysis
[18] and HARP. The correlation coefficient between mid-ventricular
end-systolic circumferential strain (Ecc) computed from cine MRI
and tagged MRI with 3-D model-based analysis was good (ρ=0.83).

The correlation coefficients between cine MRI and HARP Ecc, sys-
tolic Ecc rate, and early diastolic Ecc rate were 0.84, 0.73, and
0.61, respectively. The reduced correlation in systolic Ecc rate is
most likely because tagged MRI introduces contrast inside the my-
ocardium whereas, in cine MRI, deformation must be estimated pri-
marily from the deformation of the myocardial boundaries. This
is also true in early diastole, but the contrast in tagged MRI has
faded considerably by this point. In cine MRI, however, myocardial
boundary contrast is relatively constant throughout the cardiac cycle.
The early diastolic Ecc rate computed from cine MRI may indeed
be superior to that computed from tagged MRI, but more analysis is
needed to support this claim.

Fig. 2a shows both cine and HARP mid-ventricular Ecc ver-
sus normalized time averaged over the 18 normal human volunteers.
Time was normalized so that zero corresponds to end-diastole and
100 corresponds to peak early diastolic circumferential strain. The
curves are fairly close together, with the exception of the inferior
wall where cine MRI tends to over-estimate strain. Fig. 2b shows the
same type of curve for radial strain (Err). The cine-based algorithms
consistently estimates higher radial strains than HARP. Tagged MRI,
however, is known to produce poor estimates of radial strain. The
peak cine-MRI Err , however, is closer to wall thickness measure-
ments in these subjects (61±2.6%). This result suggests that the
cine-MRI strain may be a more accurate estimate of radial strain
than those computed from tagged MRI.

Ant

-0.2

0.2

AntSep InfSep Inf InfLat AntLat

(a)
Ant

  0

0.4

AntSep InfSep Inf InfLat AntLat

(b)

Fig. 2: Mid-ventricular circumferential (a) and radial (b) strains ver-
sus time computed from cine MRI (red) and tagged MRI/HARP
(blue). Time normalized to the range 0 (end-diastole) to 100 (early
diastole). The curves represent an average (solid) and ± standard
error (dotted) over 18 normal human volunteers.

3.2. Preliminary Study of Hypertension

In cine data, strains can be measured during diastole. In tagged MRI,
the tag pattern fades with time and measurements of strain during di-
astole are often unreliable - particularly in late diastole when the left
atrium contracts. Consequently, to validate the cine strains in di-
astole, strains were computed from standard cine MRI scans of 39
normal human volunteers and compared to 45 patients with hyper-
tension. Patients with hypertension often have diastolic dysfunction.
Diastolic dysfunction occurs when the heart wall becomes stiff, and
the LV filling rate is reduced. In normals, filling mostly occurs dur-
ing passive relaxation of the ventricle in early diastole. In patients
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with diastolic dysfunction, however, early diastolic filling is reduced
and more filling occurs during the atrial contraction phase.

Figure 3. shows the early and atrial diastolic circumferential ex-
pansion rates in both normals and hypertensive patients. In early
diastole, circumferential expansion in hypertensives is lower than
normal. In atrial diastole, circumferential expansion is higher than
normal. This observation of early to atrial reversal in hypertensive
patients is consistent with clinical measurements of mitral-valve in-
flow rates with Doppler ultrasound [19].
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Fig. 3: Circumferential expansion rates in early (a) and atrial (b)
diastole in normal human volunteers (Nrm) and patients with hyper-
tension (HTN). ∗P < 0.05 vs. normal.

4. CONCLUSION

In this paper, a method was presented for measuring strains in stan-
dard cine MRI data. Circumferential strains computed from cine
MRI correlate well with strains from tagged MRI during systole,
and cine strains may be more accurate during diastole. Also radial
strains computed from cine MRI may be more accurate than radial
strain computed from tagged MRI over the entire cycle. Finally,
strain from cine MRI may be more useful clinically, because cine
MRI is more widely used in this environment.

In future work, we plan to further validate cine strains by com-
parison with other modalities such as Doppler ultrasound. We also
plan to investigate ways to reduce the computation time needed to
perform the contour propagation and interframe deformation refine-
ment.
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